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A B S T R A C T   

Background: Deep learning (DL) is the fastest-growing field of machine learning (ML). Deep convolutional neural 
networks (DCNN) are currently the main tool used for image analysis and classification purposes. There are 
several DCNN architectures among them AlexNet, GoogleNet, and residual networks (ResNet). 
Method: This paper presents a new computer-aided diagnosis (CAD) system based on feature extraction and 
classification using DL techniques to help radiologists to classify breast cancer lesions in mammograms. This is 
performed by four different experiments to determine the optimum approach. The first one consists of end-to-end 
pre-trained fine-tuned DCNN networks. In the second one, the deep features of the DCNNs are extracted and fed 
to a support vector machine (SVM) classifier with different kernel functions. The third experiment performs deep 
features fusion to demonstrate that combining deep features will enhance the accuracy of the SVM classifiers. 
Finally, in the fourth experiment, principal component analysis (PCA) is introduced to reduce the large feature 
vector produced in feature fusion and to decrease the computational cost. The experiments are performed on two 
datasets (1) the curated breast imaging subset of the digital database for screening mammography (CBIS-DDSM) 
and (2) the mammographic image analysis society digital mammogram database (MIAS). 
Results: The accuracy achieved using deep features fusion for both datasets proved to be the highest compared to 
the state-of-the-art CAD systems. Conversely, when applying the PCA on the feature fusion sets, the accuracy did 
not improve; however, the computational cost decreased as the execution time decreased.   

1. Introduction 

Breast cancer is considered a severe danger threatening women’s life 
and health. Breast cancer is observed to be one of the most prevalent 
types of cancer among women worldwide [1]. In Egypt, all types of 
cancers are increasing rapidly, especially in the breast. Early detection of 
breast cancer is crucial for successful treatment and reducing the mor-
tality rate. 

Medical image examination is the most effective method for the 
diagnosis of breast cancer. There are different imaging modalities used 
for diagnoses such as digital mammography, ultrasound (US), magnetic 
resonance imaging (MRI), and infrared thermography, although, 
mammography imaging is mostly recommended [2,3]. Mammography 
produces high quality images to visualize the internal anatomy of the 
breast. There are several indicators of breast cancer from mammograms. 
Among them are masses, macrocalcifications (MCs), and architectural 
distortions. The former two indicators are the crucial indicators of 

tumors in the primary stage, while the architectural distortions are 
found to be less significant compared to the masses and MCs [4]. 

Radiologists cannot easily provide accurate manual evaluation due 
to the increasing number of mammograms generated in widespread 
screening. Therefore, a computer-aided diagnosis (CAD) system has 
been developed to detect the indicators of breast cancer and improve the 
accuracy of diagnosis. These systems will facilitate the diagnosis process 
and can be considered as a second opinion for radiologists [2]. 

Recently, several researchers proposed machine learning (ML) 
methods for classifying breast abnormality in mammogram images. 
Assiri et al. [5] proposed an ensemble classifier based on a majority 
voting mechanism. The performance of different state-of-the-art ML 
classification algorithms was evaluated for the Wisconsin breast cancer 
dataset (WBCD) achieving an accuracy of 99.42%. Ragab et al. [6] used 
image processing techniques to remove the pectoral muscle of the 
mammographic image analysis society digital mammogram database 
(MIAS) [7] and the digital mammography dream challenge dataset [8]. 
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The authors extracted the features using some statistical metrics and 
classified them using single and multiple classifiers. The highest accu-
racy achieved was 99.7% [6]. Zhang et al. [9] use Fourier transforms 
and principal component analysis (PCA), followed by a support vector 
machine (SVM) to classify the samples of the MIAS dataset [7]. The 
accuracy achieved was 92.16%. Moreover, the classical CAD systems 
using ML methods were cited in some papers as in Refs. [10–16]. 

In the last few years, deep learning (DL) using convolutional neural 
networks (DCNN) has emerged as one of the most powerful ML tools in 
image classification [17]. It has surpassed the accuracy of traditional 
classification methods and human ability. The convolutional process 
simplifies an image that has millions of pixels to a small feature map, 
thus the dimension of the input data is reduced whilst retaining the 
most-important differential features [18–21]. 

Recently, several researchers studied and proposed methods for 
breast mammography abnormalities classification using DCNN. Zhang 
et al. [22] developed and evaluated DCNN models for whole 
mammography image classification introducing transfer learning and 
data augmentation techniques. The authors used the images from the 
Department of Radiology, University of Kentucky. The area under the 
receiver operating characteristics curve (AUC) scored 0.73 (73%) [22]. 
Hepsag et al. [23] used deep features to classify the MIAS dataset by 
using 8-fold cross-validation. The accuracy achieved was 68%. Tan et al. 
[24] proposed a DCNN architecture by using TensorFlow to classify 
normal and abnormal MIAS samples [7]. The accuracy achieved was 
85.85%. Jiang et al. [25] used GoogleNet and AlexNet DCNNs archi-
tectures to classify breast lesions of a new dataset named breast cancer 
digital repository film mammography dataset number 3 (BCDR-F03). 
The AUC of the GoogleNet and AlexNet was 0.88 (88%) and 0.83 (83%), 
respectively. Jadoon et al. [26] proposed a model that resolves three 
classes; normal, benign, and malignant. The model proposed two 
methods, namely convolutional neural network discrete wavelet 
(CNN-DW) and convolutional neural network curvelet transform 
(CNN-CT). The authors classified the samples of the Image Retrieval in 
Medical Applications (IRMA) dataset using the SVM classifier. They 
achieved accuracy rated from 81.83% to 83.74% [26]. Ragab et al. [27] 
extracted the features of the curated breast imaging subset of DDSM 
(CBIS-DDSM) [28] using a fine-tuned DCNN-SVM AlexNet architecture. 
The accuracy achieved was 87.2% with AUC equaling to 0.94 (94%). 
Mendel et al. [29] extracted and classified the features of 78 mammo-
gram lesions using pre-trained DCNN VGG-19 and SVM, respectively. 
The AUC achieved was 0.81 (81%). Khan et al. [30] proposed a 
multi-view feature fusion (MVFF) based CAD system using a feature 
fusion technique for the classification of mammograms. The deep fea-
tures were extracted and fused from four fine-tuned DCNN architectures: 
VGG-16, VGG-19, GoogleNet, and ResNet-50. The authors performed 
their experiments on CBIS-DDSM [28] and MIAS [7] datasets. The 
classification accuracy and AUC achieved were 96.66%, 0.934 (93.4%), 
respectively [30]. Khan et al. [31] extracted and fused the features using 
the fine-tuned DCNN architectures VGGNet, GoogleNet, and ResNet-50. 
They classified the fused features by the average pooling method 
achieving 97.67% accuracy. They used two breast microscopic image 
data sets: Breast cancer histopathology images [32] and a locally 
collected dataset from LRH hospital Peshawar, Pakistan to evaluate the 
performance of the proposed CAD system [31]. Song et al. [33] proposed 
a new CAD system to classify three classes, normal, benign, and malig-
nant samples of the DDSM dataset [34]. The authors fused the deep 
features of GoogleNet, Inception-v2, and Inception with n × n convo-
lution with handcrafted features. The handcrafted features included 
scoring features, GLCM, and histogram of oriented gradient (HOG) 
features. The features were classified by SVM and extreme gradient 
boosting (XGBoost) classifiers. The authors first classified the end-to-end 
DCNN features achieving an accuracy of 82.84%; however, when clas-
sifying the fused features, the accuracy increased reaching 92.8%. The 
results achieved by the XGBoost proved to be higher than those achieved 
by the SVM classifier alone [33]. Moreover, deep learning (DL) was used 

in a breast classification problem as in Refs. [35–41]. 
The novelty of this paper lies in the design of an efficient CAD system 

based on feature extraction and classification using DL techniques to 
classify benign and malignant, (or normal and abnormal) breast cancer 
lesions. This CAD system is evaluated using two datasets, CBIS-DDSM 
and MIAS. Several papers in the literature employed individual 
DCNNs to classify breast cancer in their CAD systems [22–25,27,29], 
where the classification accuracies between 68 and 94% were not suf-
ficient for a reliable and powerful CAD system. Other papers proposed 
the use of feature fusion from several DCNNs of different architectures 
[30,31,33]. Although the fusion techniques could improve the accuracy 
to 92.80–97.67%, the combination of deep features, which contributed 
the most to the improved performance was not analyzed. Moreover, they 
did not investigate how to reduce the computational cost of the CAD 
system. To tackle these drawbacks, in this paper, a novel CAD system is 
proposed to explore the fusion of various features extracted from 
different DCNNs for choosing the best combination of the features, 
which improves the accuracy of the CAD system. Moreover, the pro-
posed CAD system used PCA to reduce the feature dimension as well as 
the associated computational cost. These procedures are made through 
the following four different experiments. The first is an end-to-end 
DCNN process, where features are extracted and classified using 
several DCNN architectures including, AlexNet, GoogleNet, ResNet-18, 
50, and 101. These architectures are fine-tuned to distinguish between 
two classes instead of 1000 on which they were originally trained. In the 
second experiment, the features are extracted using the fine-tuned 
DCNN architectures. These features are used separately to construct 
SVM classifiers with different kernels. In the third experiment, a deep 
feature fusion process is investigated, which is performed by ranking the 
extracted deep features and using them to form four feature sets that 
include a different combination of deep features. This experiment is 
performed to determine if combining deep features from different 
DCNNs can enhance the classification performance of SVM. Finally, in 
the fourth experiment, the effect of using a feature reduction method 
such as PCA to reduce the feature space of the four sets of features is 
evaluated as well as the computational cost. The number of principal 
components is chosen in a sequential forward strategy. 

This paper is organized as follows: Section 2 introduces the meth-
odology of the paper, section 3 shows the experimental setup, and sec-
tion 4 gives the computed results of the technique. A discussion of the 
suggested technique is presented in section 5 and finally, the work is 
concluded in section 6. 

2. Methodology 

The CAD system consists of four modules, which are (1) image pre-
processing, (2) feature extraction, (3) feature classification and reduc-
tion, and (4) classifier evaluation. The proposed framework is shown in 
Fig. 1. 

2.1. Image preprocessing 

Usually, in this step, the images are enhanced and the region of in-
terest (ROI) is cropped. In this paper, the contrast-limited adaptive 
histogram equalization (CLAHE) is used as an enhancement technique 
[42]. CLAHE is a type of adaptive contrast enhancement method (AHE). 
AHE is a technique accomplished by improving local contrast and using 
all the details in the image. It proved to be an exceptional contrast 
enhancement method for all types of images [43,44]. CLAHE creates and 
clips the histogram of each contextual region at a predefined value. The 
clipped amount is reallocated among the histogram bins. The created 
histogram is a modified version of the original one. This method solves 
the edge-shadowing effect of AHE and reduces the problem of 
over-enhancement [45,46]. 
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2.2. Feature extraction 

In traditional CAD systems, much effort is exerted by the human 
designer to extract and produce handcrafted features, including the 
shape and density information of the cancerous area in medical images 
[47]. This is actually a very challenging task, as this process is lengthy 
yet the extracted handcrafted features may still not have the discrimi-
nation power for classifying cancerous regions [48,49]. Consequently, 
the emerging DL techniques have attracted increased attention for their 

outstanding performance by skipping the design of handcrafted features 
and providing high classification accuracy consistency. The main 
advantage of the DL and more specific the DCNN is its ability to learn 
and extract the optimal features by itself through a training process [50]. 
Furthermore, DCNN consists of several layers of nonlinear or 
quasi-nonlinear processing to attain a high-level representation of fea-
tures in images compared to conventional CAD systems using hand-
crafted features as an input. On the other hand, DL has the ability to 
deduce an optimal representation of the raw images without image 

Fig. 1. The framework of the CAD system proposed. 
(a) Experiment (1), (b) experiment (2), (c) experiment (3), and (d) experiment (4). 
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preprocessing i.e. enhancement, segmentation, and feature extraction 
processes, leading to more effective classification and even lower 
complexity of design compared to conventional CAD systems [51]. To 
this end, in this paper, DL techniques were employed to extract signif-
icant features using several DCNNs. 

DCNN can be used either as a classifier or a feature extractor [52,53]. 
In the first experiment, DCNNs are used as classifiers. However, in ex-
periments (2)–(4) they are used as feature extractors. DCNN networks 
are built-up using three main types of layers; (1) convolutional layer, (2) 
pooling layer, and (3) fully connected (fc) layer [54,55]. The feature 
extraction is carried out by the convolution layers while the classifica-
tion is performed using a fully connected layer. This layer classifies 
which category input belongs to the extracted features. The pooling 
layer is employed to minimize the dimensions of feature maps and 
network parameters [55]. In this paper, several DCNN are evaluated 
such as AlexNet [18], GoogleNet [56], and the ResNet [57] 
architectures. 

2.2.1. AlexNet architecture 
AlexNet consists of five convolution layers, three pooling layers, and 

two fully connected layers with approximately 60 million free parame-
ters [18]. The AlexNet DCNN architecture is shown in Fig. 2. In the 
convolution layers, a dot product operation is performed for each 

neuron between the weights and the local region that is connected to the 
input [18]. While the pooling layers perform a down-sampling operation 
on the previous layers to reduce the amount of computation [18]. 
Moreover, the neurons of the fully connected layers have full connec-
tions to all neurons in the previous layer [58,59]. 

2.2.2. GoogleNet architecture 
GoogleNet is a DCNN architecture consisting of 22 layers. It was 

introduced by Szegedy C. et al. [56] who proposed a computationally 
efficient structure. This network structure is based on the Inception 
module; therefore, it is called Inception-v1. Each Layer of the GoogleNet 
has nine inception units and finally a fully connected layer before the 
output. GoogleNet has several Inception modules weighted upon each 
other, with a maximum pooling layer. Although GoogleNet is incredibly 
deep, it has twelve times fewer parameters than AlexNet, which makes it 
faster to train. The GoogleNet architecture is shown in Fig. 3. 

2.2.3. Residual networks (ResNet) architecture 
ResNet is one of the recent architectures that are commonly used for 

medical imaging applications. It received first place in ILSVRC and 
COCO 2015 competition in ImageNet Detection, ImageNet localization, 
Coco detection, and Coco segmentation [57,60]. The main building 
block in ResNet is the residual block introduced by He et al. [57]. This 
method adds shortcuts (called residuals) between layers of traditional 
DCNNs to bypass a few convolution layers at a time. It increases the 
number of deep layers as well to enhance its performance and employs 
the residual shortcuts to accelerate the convergence of these large 
numbers of deep layers. A ResNet has several stacks of residual blocks. 
Each block is made up of several stacked convolution layers. Every 
single convolution layer takes the output fields of the feature map of the 
previous layer as its input. The output of every residual block is added to 
its input through an associate identity mapping path [61,62]. ResNet has 
some common architectures such as ResNet-18, 50, and 101. 

2.3. Feature reduction 

Principal Component Analysis (PCA) reduces the number of observed 
variables to a smaller number of principal components that still contain 
most of the information of the large set. PCA is performed using the 
variance-covariance structure of a set of variables through linear com-
binations. It is used when variables are highly correlated, and it is 
suitable for data sets in multiple dimensions. PCA provides a powerful 
tool for data analysis and pattern recognition. It is used frequently in 
signal and image processing [63]. 

2.4. Feature classification 

In this step, the ROI is classified as either benign/malignant or 
normal/abnormal lesions according to the features. There are lots of 
classifier techniques among them decision trees (DT), artificial neural 
networks (ANN), and support vector machines (SVM) [64,65]. 

In this paper, specifically in the first experiment, five end-to-end 
DCNN are constructed using AlexNet, GoogleNet, and the ResNet-18, 
50, 101 architectures to classify breast cancer lesions. In experiments 
(2), (3), and (4) the SVM classifier of different kernels is used. SVM is a 
supervised learning method that groups data into categories. The goal of 
the SVM classifier is to formulate an efficient way to separate the data 
into classes by creating hyperplanes [66]. Many hyperplanes could 
classify two data points, but the ideal is the one having the maximum 
margin. The margin is defined as the width by which the boundary could 
increase before encountering a data point. The support vectors are the 
vectors that define the hyperplane [67]. 

2.5. Feature evaluation 

There are several tools to evaluate a classifier, amongst them the Fig. 2. The AlexNet DCNN architecture.  
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accuracy, the sensitivity or true positive rate (TPR), the specificity or 
true negative rate (TNR), and the Matthews correlation coefficient 
(MCC) as defined in equations (1)–(4). 

accuracy =
TP + TN

TN + FP + FN + TP
(1)  

sensitivity ​ (TPR)=
TP

TP + FN ​
(2)  

specificity ​ (TNR)=
TN

TN + FP
(3)  

Matthews ​ correlation ​ coefficient ​ (MCC)

=
(TP × TN) − (FP × FN)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

√ (4) 

In equations (1)–(4), TP, TN, FP, and FN are the abbreviations for the 
true positive, true negative, false positive, and false negative, respec-
tively. Accuracy indicates to what extent the relevant classifier has 
classified the items correctly. In addition, FPR and FNR indicate the false 
positive rate and false-negative rate, respectively, as in equations (5) 
and (6). 

FPR ​ = 1 − TNR (5)  

FNR ​ = 1 − TPR (6) 

FPR and FNR criteria represent the system error. FPR is a false alarm 
rate indicating the percentage of class (1) that has been incorrectly 
classified as class (2). Whereas FNR provides the percentage of class (2) 
that have been incorrectly classified as class (1). 

The area under the receiver operating characteristic (ROC) curve 
(AUC) is one of the well-known criteria that is used by most medical 
diagnostic systems for assessing the efficiency of classification. ROC is a 
curve based on the TPR and FPR and it is generated by changing the 
threshold decision. AUC provides an approach for evaluating models 
based on the average of each point on the ROC curve. A classifier has a 
higher efficiency when the AUC value is approaching one. 

3. Experimental setup 

The proposed CAD system was applied to the mammogram images to 
estimate the possibility of each image belonging to one of the two classes 
either benign or malignant (or normal and abnormal). All the experi-
ments were performed on the Intel® CORE™ I7 processor and NVIDIA 
GeForce 940MX, Windows 10, 64 bit with 8 GB of random-access 
memory (RAM). The software used to implement the experiments was 
MATLAB R2018b with an academic license provided by the University 
of Strathclyde. 

3.1. Dataset selection 

In this study, two datasets were used to test the performance of the 
proposed CAD system. These datasets are (1) the curated breast imaging 
subset of DDSM (CBIS-DDSM) [28] and (2) the mammographic image 
analysis society digital mammogram database (MIAS) [7]. The format of 
the MIAS dataset is PGM; however, the CBIS-DDSM is DICOM, which is 

the format as obtained directly from the digital equipment. For 
simplicity, a MATLAB tool was used to convert all the samples to the JPG 
format. 

CBIS-DDSM: Recently, Lee et al. [28] released an updated and 
standardized version of the DDSM dataset for the evaluation of CAD 
systems in mammography named CBIS-DDSM. It includes an easily 
accessible dataset and improved ROI segmented images. The dataset 
contains 753 and 891 microcalcification and mass cases, respectively. In 
this work, only the mass samples were used, which are categorized as 
benign and malignant mass tumors. 

MIAS: An organization of the UK research groups called mammo-
graphic image analysis society (MIAS) created a database of digital 
mammograms [7]. The films have been digitized to a 50-μm pixel edge. 
All images are available in a size of 1024 × 1024. Mammogram images 
are available via the pilot European image processing archive (PEIPA) at 
the University of Essex [7]. The MIAS dataset has 322 annotated images 
of left and right breasts classified as normal and abnormal lesions. The 
abnormal samples are divided into six categories, i.e. calcification, 
architectural distortion, asymmetry, well-defined, spiculated, and 
ill-defined masses. In addition, the severity of abnormal, benign or 
malignant, is stated beside each abnormal sample. However, the number 
of samples of normal, benign, and malignant is not normalized. There-
fore, we differentiated between only two classes, i.e. normal and 
abnormal, which is consistent with most existing works on the MIAS 
dataset as reported in Refs. [23,68–72]. Moreover, the ROI was cropped 
using the co-ordinates of the center and the radius of the abnormality 
provided by the dataset. 

3.2. Transfer learning 

The DCNN networks are trained using the ImageNet dataset, which 
has 1.2 million natural images in 1000 labeled classes. The transfer 
learning technique is performed on these networks so that it can be used 
in any classification problem [73,74]. This is performed by replacing the 
last fully connected layer in any network with a new layer for the 
classification of two classes: Benign/malignant for the CBIS-DDSM, 
normal/abnormal for the MIAS dataset. 

To retrain the DCNN after fine-tuning the fully connected layer, some 
parameters must be set; the iteration number and the primary learning 
rate are set to 104 and 10− 3, respectively [75]. However, the momentum 
and weight decay are set to 0.9 and 5 × 10− 4, respectively [75]. The 
number of epochs and mini-batch size were set to 20 and 4. Additionally, 
the validation frequency was set to the maximum number of iterations 
per epoch this is done to validate the result at the end of each epoch. 
These configurations are to confirm that the parameters are fine-tuned 
for medical breast cancer analysis. Other parameters are set to default 
values. The optimization algorithm used is the stochastic gradient 
descent with momentum (SGDM) [75]. 

3.3. DCNN architectures 

As mentioned in section 2, five DCNN architectures are used in this 
paper after being fine-tuned to differentiate between two classes instead 
of 1000. A detailed layers description for AlexNet, GoogleNet, and 
ResNet-18, 50, and 101 are illustrated in Tables 1–3, respectively. The 
input layer of each of the five DCNN architectures constructed requires a 

Fig. 3. The GoogleNet DCNN architecture.  
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specific image size. For example, the input layer of the GoogleNet ar-
chitecture requires the image samples to be of dimension 224 × 224 × 3. 
Thus, there was a preprocessing step to change all the image sizes to the 
size required for each DCNN architecture. However, the output layer of 
the first convolutional layer in the AlexNet architecture is calculated 
using equation (7). The output equals 55 × 55 × 96, which demonstrates 
that the size of the feature map is 55 × 55 in width and height respec-
tively. In addition, the number of feature maps is 96. On the other hand, 
the output size of the pooling layer is calculated using equation (8). 

The ​ output ​ size ​ of ​ the ​ conv ​ layer ​

=

[(
input − filter size + (2 × Padding)

Stride

)

+ 1
]

(7)  

The ​ output ​ size ​ of ​ the ​ pooling ​ layer ​

=

[(
output of conv − pool size

Stride

)

+ 1
]

(8)  

3.4. Data augmentation 

In general, when training on a huge number of samples, the classi-
fiers perform well and give high accuracy rates. On the other hand, the 
biomedical datasets contain a small number of samples due to limited 
patient volume. Consequently, data augmentation is a vital process. 
Data augmentation aims to increase the number of images; this is done 
by generating new images, which are variations on the original ones. 
Data augmentation has many forms such as rotation, flipping, and 
transformation; the one used in this paper is the rotation [76–78] Each 
original image was rotated by four angles, which were 0, 90, 180, and 
270◦. Accordingly, each original image was augmented to four images. 
The total number of samples used for each dataset is illustrated in 
Table 4. 

4. Results 

The proposed CAD system performs four experiments. For the first 
experiment, 70% of the images were used for training and the rest for 
testing, as this is a common ratio used in the classification problem. 
Although, for the rest of the experiments, the ratio of the training and 
testing was 80%:20%. This was because these experiments were vali-
dated using five-fold cross-validation. Additionally, the SVM parameters 
were tuned using a Bayesian optimization technique [79]. In the 
following sub-sections, the results of the four experiments will be pre-
sented for the CBIS-DDSM and the MIAS datasets. 

4.1. CBIS-DDSM dataset 

For the CBIS-DDSM dataset, the mass samples from the two 
mammogram views: Craniocaudal (CC) and the mediolateral-oblique 
(MLO) views were extracted and used in the four experiments of the 
CAD system [30,80]. Images of this dataset were already segmented and 
the breast cancer lesion was shown. Therefore, they did not need to be 
segmented. The samples were only enhanced using the CLAHE method. 
Table 4 shows the numbers of training and testing samples used for the 
CBIS-DDSM dataset. In the first experiment, five end-to-end DCNNs 
including AlexNet, GoogleNet, ResNet-18, 50, and 101 were con-
structed. The end-to-end GoogleNet ranked the highest accuracy of 
76.01% as illustrated in Table 5. Moreover, the training time of each of 
these DCNNs is illustrated in Table 5 as well. 

Furthermore, in the second experiment, the deep features of the five 
DCNNs architectures were extracted and used separately to train and 
test SVM classifiers with different kernels. Table 6 shows the accuracy, 
AUC, sensitivity, and specificity of the SVM classifiers with different 
kernels constructed with the five deep feature sets. The highest classi-
fication accuracy was 93.7% achieved by the medium Gaussian kernel 
SVM classifier constructed using ResNet-18 deep features. Fig. 4 displays 
the ROC curve and the AUC computed for the ResNet-18 deep features 
with medium Gaussian kernel function SVM. 

In the third experiment, four sets of deep features were generated. 
These features include a different combination of deep features extrac-
ted from the five DCNNs. These sets of features were produced by 
ranking the accuracies of the different DCNN architectures shown in 
Table 5. It was clear that the AlexNet and the GoogleNet features ach-
ieved the highest accuracies compared to the others. Therefore, the 
AlexNet and the GoogleNet features were combined to produce a single 
feature vector with 5120 features named feature set (1). The linear 
kernel SVM achieved the highest accuracy, which was 94.4%. Moreover, 
the ResNet-18 features were added to the feature set (1). This set was 
named feature set (2) containing 5632 features. The highest accuracy 

Table 1 
AlexNet architecture layers.  

Layer Name Description Output Size 

Input layer 227 × 227 × 3 
conv1 Filter Size 11 × 11 55 × 55 × 96 

Stride 4 
Padding 0 

pool1 Pooling Size 3 × 3 27 × 27 × 96 
Stride 2 

conv2 Filter Size 5 × 5 27 × 27 × 256 
Stride 1 

pool2 Pooling Size 3 × 3 13 × 13 × 256 
Stride 2 

conv 3 Filter Size 3 × 3 13 × 13 × 384 
Stride 1 

conv 4 Filter Size 3 × 3 13 × 13 × 384 
Stride 1 

conv 5 Filter Size 3 × 3 13 × 13 × 256 
Stride 1 

pool 5 Pooling Size 3 × 3 6 × 6 × 256 
Stride 2 

fully connected (fc) 4096 × 2  

Table 2 
GoogleNet architecture layers.  

Layer Name Filter Size Stride Output Size 

Input Layer 224 × 224 × 3 
conv1 7 × 7 2 112 × 112 × 64 
pool1 3 × 3 2 56 × 56 × 64 
conv2 3 × 3 1 56 × 56 × 192 
pool2 3 × 3 2 28 × 28 × 192 
Inception (3a) – – 28 × 28 × 256 
Inception (3b) – – 28 × 28 × 480 
pool 3 3 × 3 2 14 × 14 × 480 
Inception (4a) – – 14 × 14 × 512 
Inception (4b) – – 14 × 14 × 512 
Inception (4c) – – 14 × 14 × 512 
Inception (4d) – – 14 × 14 × 528 
Inception (4e) – – 14 × 14 × 832 
pool 4 3 × 3 2 7 × 7 × 832 
Inception (5a) – – 7 × 7 × 832 
Inception (5b) – – 7 × 7 × 1024 
average pooling 7 × 7 1 1 × 1 × 1024 
fully connected (fc) 1024 × 2  
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achieved was 96.9% for the linear kernel SVM as well. Additionally, the 
features of ResNet-101 were added to feature set (2) producing a feature 
vector of 7680 features in length named feature set (3). The accuracy 
increased to 97.5% for the linear kernel SVM. Finally, all the deep fea-
tures were combined to produce a feature vector with 9728 features in 
length named feature set (4). Fig. 5 shows a comparison for the accu-
racies of SVM classifiers of different kernels for the four feature sets. 
Table 7 shows the accuracy, AUC, sensitivity, and specificity for the SVM 
classifiers of different kernels for feature set (4) as it achieved the 
highest accuracy of 97.9% as shown in Fig. 5. Moreover, the ROC and 
the AUC of the cubic and quadratic SVM classifiers, which achieved the 
highest accuracy using feature set (4) is shown in Fig. 6. 

In the fourth experiment, PCA was applied to reduce the feature 
space of each feature set and the complexity of the classification process. 
To choose the optimal number of principal components, a sequential 
forward selection was carried out. Fig. 7 represents the classification 
accuracy, using the PCA reduction for the four feature sets. 

4.2. MIAS dataset 

For the MIAS dataset, the images were enhanced and segmented 
according to the information provided in the dataset. The center of the 
abnormal lesion was given in the description of the dataset. These im-
ages were used in the first experiment to construct the five DCNNs. 
Table 8 shows the classification accuracy for the different DCNN ar-
chitecture to classify normal and abnormal lesions. Furthermore, in the 
second experiment, the deep features were extracted and used to train 
and test the SVM classifiers built-up with different kernel functions. The 
classification accuracies of these models are illustrated in Table 9. The 
features of the ResNet-50 with quadratic kernel function achieved the 
highest accuracy, which was 95.3% with AUC equaling to 0.99 (99.0%). 
The ROC and AUC of the quadratic SVM classifier constructed using 
deep features of ResNet-50 are shown in Fig. 8. 

In the third experiment, four sets of different combinations of deep 

features were generated in the same manner as those produced in the 
CBIS-DDSM. Feature set (1) represents those extracted from the Goo-
gleNet and ResNet-50 as these DCNNs achieved the highest accuracies 
compared to the others as in Table 8. The feature-length of feature set (1) 
was 3072 features. The highest accuracy achieved was 95.0% using the 
quadratic kernel SVM. On the other hand, feature set (2) consists of 
feature set (1) plus ResNet-18 producing 3584 feature length. The ac-
curacy was 96.3% achieved using the quadratic kernel SVM as well. The 
features of the ResNet-101 were added to the feature set (2) and named 
feature set (3). The highest accuracy achieved was 97.4% for the 
quadratic kernel SVM. Finally, adding the AlexNet features to feature set 
(3) produces a feature set (4). This time the accuracy decreased to 
96.6%. Fig. 9 shows the accuracies of the SVM classifiers constructed 
using different kernels for the four sets of features. Table 10 shows 
different scores for the feature set (3) which achieved the highest ac-
curacy using the quadratic SVM classifier. The ROC curve and the AUC 
for the quadratic kernel SVM function of feature set (3) are shown in 
Fig. 10. In the fourth experiment, the PCA was used to reduce the large 
dimension of the feature sets generated in experiment (3). Fig. 11 shows 
a comparison between the classification accuracies of the four sets of 
features and the number of principal components. 

Finally, the results of the proposed CAD system are compared to 
existing CAD systems described in the literature. Table 11 shows a 
comparison between our proposed CAD and the applicable state-of-the- 
art CAD systems. 

5. Discussions 

This paper proposed a novel CAD system to classify breast cancer 
lesions by constructing four different experiments. Transfer learning was 
used so that the last fully connected layer (fc) of the pre-trained DCNNs 
architectures was replaced with a new one to classify two classes instead 

Table 5 
The accuracy and the trained time of the DCNN architectures for the CBIS-DDSM 
dataset.  

DCNN Architecture DCNN Accuracy Training Time 

AlexNet 74.68% 6 h, 30 min 
GoogleNet 76.01% 12 h 
ResNet-18 72.23% 14 h 
ResNet-50 71.09% 33 h 
ResNet-101 71.47% 62 h  

Table 3 
ResNet architecture layers.  

Layer Name Output Size ResNet-18 ResNet-50 ResNet-101 

Input Layer 224 × 224 × 3 
conv1 112 × 112 × 64 Filter size = 7 × 7 

Number of filters = 64 
Stride = 2 

Padding = 3 
pool1 56 × 56 × 64 Pooling size = 3 × 3 

Stride = 2 
conv2_x 56 × 56 × 64 

[
3 × 3, 64
3 × 3, 64

]

× 2  
⎡

⎣
1 × 1, 64
3 × 3, 64
1 × 1, 256

⎤

⎦ × 3  

⎡

⎣
1 × 1, 64
3 × 3, 64
1 × 1, 256

⎤

⎦ × 3  

conv 3_x 28 × 28 × 128 
[

3 × 3, 128
3 × 3, 128

]

× 2  
⎡

⎣
1 × 1, 128
3 × 3, 128
1 × 1, 512

⎤

⎦× 4  

⎡

⎣
1 × 1, 128
3 × 3, 128
1 × 1, 512

⎤

⎦ × 4  

conv 4_x 14 × 14 × 256 
[

3 × 3, 256
3 × 3, 256

]

× 2  
⎡

⎣
1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎤

⎦ × 6  

⎡

⎣
1 × 1, 256
3 × 3, 256
1 × 1, 1024

⎤

⎦ × 23  

conv 5_x 7 × 7 × 512 
[

3 × 3, 512
3 × 3, 512

]

× 2  
⎡

⎣
1 × 1, 512
3 × 3, 512
1 × 1, 2048

⎤

⎦ × 3  

⎡

⎣
1 × 1, 512
3 × 3, 512
1 × 1, 2048

⎤

⎦ × 3  

Average pooling Pool size = 7 × 7 
Stride = 7 

1 × 1 × 512 1 × 1 × 2048 1 × 1 × 2048 
Fully connected (fc) 2 (512 × 2) 2 (2048 × 2) 2 (2048 × 2)  

Table 4 
The total number of samples for the datasets used in this paper.   

Training Testing Total 

CBIS-DDSM Benign 2728 3691 1581 5272 
Malignant 2544 

MIAS Normal 836 901 387 1288 
Abnormal 452  
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of 1000. In order to increase the number of training samples, data 
augmentation was used principally based on the rotation technique. The 
samples were rotated by four angles, which were 0, 90, 180, and 270◦. 
All the experiments were tested on the two datasets; CBIS-DDSM and 
MIAS. The two-dimensional scatter plot based on the feature vectors for 
benign and malignant samples of the CBIS-DDSM breast cancer dataset 
is shown in Fig. 12. This figure represents the fifth feature versus the 
sixth feature as an example for the features of ResNet-18 DCNN archi-
tecture for the first 10 samples of CBIS-DDSM dataset images and their 
orientations with a total of 40 images for each class. 

5.1. Experiment (1) 

As stated before, in this experiment an end-to-end DCNN of different 
architectures was constructed. These networks include AlexNet, Goo-
gleNet, ResNet-18, 50, and 101. For the CBIS-DDSM dataset, it was clear 
from Table 5 that the classification accuracy ranged from (71.09%– 
76.01%) with the best accuracy achieved using GoogleNet. The training 
for the five networks varied between (6:30–62 h) which is quite signif-
icant. On the other hand, the accuracy of DCNN networks in the case of 
the MIAS dataset ranged from (59.69%–74.40%) with the highest ac-
curacy achieved using GoogleNet architecture as well, as shown in 
Table 8. 

5.2. Experiment (2) 

To improve the classification accuracy of DCNNs constructed in the 
first experiment, deep features were extracted from each network. These 
deep features were used separately to train and test SVM classifiers with 
different kernel functions. From Table 6, it was obvious that the classi-
fication accuracies for the CBIS-DDSM dataset increased and ranged 
between 85.2% and 93.7%. The scores obtained from the deep features 
of the ResNet-18 proved to be the highest compared to the other net-
works. Moreover, when comparing the different SVM kernels con-
structed using ResNet-18 deep features the best accuracy was for the 
medium Gaussian kernel function. The accuracy was 93.7% and the AUC 
scored 0.98 (98%) as shown in Fig. 4. Additionally, the sensitivity, 
specificity, and MCC were 0.94 (94.0%), 0.931 (93.1%), and 0.872 
(87.2%), respectively. The deep features obtained for each DCNN for the 
CBIS-DDSM are visualized in Figs. 13–17. In these figures, the first and 
second convolutional layers were visualized for AlexNet, GoogleNet, 
ResNet-18, 50, and 101, respectively. 

For the MIAS dataset, the accuracies of SVM classifiers constructed 
using each deep feature of the DCNN have also increased to reach a 
range of (71.0%–95.4%). This time the highest accuracy was achieved 
using the deep features of the ResNet-50 architecture. Furthermore, the 
quadratic kernel SVM constructed using these deep features ranked the 
first accuracy, which was 95.4% compared to the other kernels. The 
sensitivity, specificity, and MCC of the quadratic SVM in this case, were 

Table 6 
The calculated scores of the different SVM kernel functions for the DCNN features of the CBIS-DDSM dataset.  

DCNN Different Kernels Accuracy (std) AUC (std) Sensitivity (std) Specificity (std) MCC (std) 

AlexNet Linear 91.3% (0.001) 0.97 (0) 0.918 (0.005) 0.911 (0.001) 0.829 (0.005) 
Quadratic 91.0% (0.002) 0.96 (0.004) 0.909 (0.006) 0.911 (0.001) 0.819 (0.007) 

Cubic 90.9% (0.002) 0.96 (0.001) 0.904 (0.004) 0.913 (0.005) 0.816 (0.007) 
Medium Gaussian 91.1% (0.001) 0.97 (0) 0.910 (0.001) 0.910 (0.001) 0.820 (0.001) 
Coarse Gaussian 89.2% (0.001) 0.96 (0.001) 0.884 (0.003) 0.899 (0.001) 0.782 (0.004) 

GoogleNet Linear 90.1% (0.002) 0.97 (0) 0.900 (0.001) 0.900 (0.001) 0.800 (0.001) 
Quadratic 89.4% (0.003) 0.97 (0.004) 0.900 (0.001) 0.900 (0.001) 0.793 (0.004) 

Cubic 88.7% (0.004) 0.96 (0.004) 0.883 (0.004) 0.891 (0.004) 0.773 (0.005) 
Medium Gaussian 87.9% (0.002) 0.95 (0.004) 0.859 (0) 0.905 (0) 0.762 (0.001) 
Coarse Gaussian 88.6% (0.004) 0.95 (0.004) 0.898 (0.001) 0.876 (0.006) 0.773 (0.007) 

ResNet-18 Linear 93.5% (0.002) 0.98 (0.001) 0.931 (0.001) 0.939 (0.004) 0.870 (0.004) 
Quadratic 93.1% (0.002) 0.98 (0.001) 0.930 (0.003) 0.931 (0.004) 0.861 (0.005) 

Cubic 93.0% (0.001) 0.98 (0.001) 0.930 (0.001) 0.930 (0.001) 0.860 (0.001) 
Medium Gaussian 93.7% (0) 0.98 (0.013) 0.940 (0.001) 0.931 (0.003) 0.872 (0.003) 

Coarse Gaussian 93.4% (0.001) 0.98 (0.001) 0.932 (0.003) 0.94 (0.001) 0.872 (0.003) 

ResNet-50 Linear 87.2% (0.002) 0.95 (0.005) 0.864 (0.003) 0.879 (0.001) 0.742 (0.004) 
Quadratic 88.4% (0.003) 0.95 (0) 0.880 (0.008) 0.887 (0.005) 0.765 (0.011) 

Cubic 87.8% (0.001) 0.95 (0) 0.873 (0.001) 0.884 (0.005) 0.756 (0.006) 
Medium Gaussian 87.3% (0.01) 0.95 (0) 0.861 (0.006) 0.894 (0.004) 0.752 (0.004) 
Coarse Gaussian 85.2% (0.005) 0.93 (0.004) 0.833 (0.006) 0.874 (0.001) 0.704 (0.007) 

ResNet-101 Linear 89.5% (0.001) 0.96 (0.001) 0.878 (0.021) 0.906 (0.007) 0.782 (0.028) 
Quadratic 89.3% (0.002) 0.96 (0.001) 0.893 (0.006) 0.900 (0.006) 0.790 (0.004) 

Cubic 89.1% (0.001) 0.95 (0.004) 0.890 (0.003) 0.893 (0.005) 0.783 (0.005) 
Medium Gaussian 89.3% (0.002) 0.96 (0.001) 0.877 (0.006) 0.908 (0.001) 0.783 (0.007) 
Coarse Gaussian 87.9% (0.004) 0.94 (0.004) 0.853 (0.006) 0.905 (0.001) 0.754 (0.007)  

Fig. 4. The computed ROC for the ResNet-18 with Medium Gaussian kernel 
function SVM of the CBIS-DDSM dataset. 
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0.966 (96.6%), 0.921 (92.1%), 0.89 (89.0%), respectively. Moreover, 
the AUC calculated from the ROC curve was 0.99 (99.0%) as shown in 
Fig. 8. 

5.3. Experiment (3) 

This experiment was conducted to determine if combining deep 
features would enhance the performance of the SVM classifiers, four 
feature sets representing different combinations of deep features were 
produced. To generate these sets, the classification accuracies produced 
in experiment (1) were used as a ranking method to order the deep 
features extracted from each DCNN in descending order. Subsequently, 
this ranking was employed in sequential forward feature set selection to 
identify the best combination of deep features. For the CBIS-DDSM 
dataset, the first set includes the deep features of AlexNet and Google-
Net, which have the two highest accuracies compared to the other net-
works as in Table 5. Feature set (2) represents the feature set (1) plus 
deep features of ResNet-18. Feature set (3) is a combination of feature 
set (2) and deep features of ResNet-101. Additionally, feature set (4) 
consists of feature set (3) and features of ResNet-50. These feature sets 
were added sequentially to construct the model. Fig. 5 shows that 
increasing the number of deep features will increase the classification 
accuracy of the SVM classifiers. Feature set (4) had improved the ac-
curacy to reach 97.9% using the quadratic and cubic kernels. This was 
higher than the 93.7% of the linear SVM classifier constructed using only 
the deep features of ResNet-18 in experiment (2). Table 7 also indicated 
that the sensitivity and specificity were both equal to 0.98 (98.0%), 
which were higher than those achieved experiment (2). Additionally, 
the AUC increased to 1.00 (100.0%) as shown in the ROC curve in Fig. 6. 
Furthermore, the MCC yielded to 0.96 (96.0%) for both SVM kernels. 

Conversely, for the MIAS dataset, the first set includes the deep 
features of GoogleNet and ResNet-50, which have the highest two ac-
curacies compared to the other networks as in Table 8. Then, the deep 
features of ResNet-18 were added to the feature set (1) creating a feature 
set (2). Then feature set (3) was created as a fusion of feature set (2) and 
the deep features of ResNet-101. Finally, feature set (4) consisted of 
feature set (3) plus AlexNet deep features. Fig. 9 reveals that feature set 
(3) had the highest classification accuracy 97.4% using the quadratic 
kernel SVM classifier. This was higher than the 95.4% accuracy achieved 
using the deep features of ResNet-50 only in the second experiment. 
Furthermore, the sensitivity, the specificity, and MCC increased to 0.987 
(98.7%), 0.949 (94.9%), and 0.938 (93.8%), respectively, which were 

Fig. 5. The accuracies of different SVM kernels for the different DCNN features combination of the CBIS-DDSM dataset. 
Feature Set (1) = AlexNet and GoogleNet. 
Feature Set (2) = AlexNet, GoogleNet, and ResNet-18. 
Feature Set (3) = AlexNet, GoogleNet, ResNet-18, and ResNet-101. 
Feature Set (4) = AlexNet, GoogleNet, ResNet-18, ResNet-50, and ResNet-101. 

Table 7 
The calculated scores of the different SVM kernel functions for feature set (4) for 
the CBIS-DDSM dataset.  

AlexNet, GoogleNet, ResNet-18, 50, and 101 DCNN Features  

Accuracy 
(std) 

AUC 
(std) 

Sensitivity 
(std) 

Specificity 
(std) 

MCC 
(std) 

Linear 97.6% 
(0.001) 

1.00 
(0) 

0.971 
(0.001) 

0.98 (0.001) 0.951 (0) 

Quadratic 97.9% 
(0.001) 

1.00 
(0) 

0.980 
(0.003) 

0.98 
(0.001) 

0.960 
(0.003) 

Cubic 97.9% 
(0.001) 

1.00 
(0) 

0.980 
(0.001) 

0.98 
(0.001) 

0.960 
(0.001) 

Medium 
Gaussian 

96.3% 
(0.001) 

0.99 
(0) 

0.951 (0) 0.97 (0) 0.921 (0) 

Coarse 
Gaussian 

94.6% (0) 0.99 
(0) 

0.950 (0) 0.95 (0) 0.900 
(0.001)  

Fig. 6. The computed ROC for all combined DCNN features for the cubic and 
quadratic SVM kernel functions of the CBIS-DDSM dataset. 
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higher than 0.966 (96.6%), 0.921 (92.1%), and 0.89 (89.0%) achieved 
in experiment (2). Additionally, the AUC increased from 0.99 (99.0%) to 
1.00 (100.0%) as clear in Fig. 10. 

5.4. Experiment (4) 

PCA was applied in this experiment in order to reduce the large 

feature space of the feature sets generated in the third experiment. In 
order to select the number of principal components that achieve the 
highest accuracy, a sequential forward strategy was used. It started with 
50 principal components and added the components iteratively. For the 
CBIS-DDSM dataset, when reducing the features of sets (1) and (2) the 
accuracies reached 93.6% and 96.5% with 300 principal components 
only. However, for feature sets (3) and (4), the accuracies became 97.4% 
and 97.8% with 400 principal components only. Therefore, the highest 
classification accuracy in this experiment was achieved using feature set 
(4) as shown in Fig. 7. Moreover, the execution time for training 
decreased from 287.48 s to 57.85 s. 

Whereas for the MIAS dataset, when the PCA method was applied to 
feature sets (1) and (2) the accuracies yielded to 94.7% and 95.3%, 
respectively. This was achieved using 150 principal components. 
Furthermore, the accuracies of feature sets (3) and (4) became 96.8% 
and 95.2% with 200 principal components. Thus, the highest accuracy 
achieved for the MIAS dataset in this experiment was for feature set (3) 

Fig. 7. A comparison of different combined DCNN features accuracy after PCA feature reduction for the CBIS-DDSM dataset.  

Table 8 
The accuracy of the DCNN architectures for the MIAS dataset.  

DCNN Architecture DCNN Accuracy 

AlexNet 59.69% 
GoogleNet 74.40% 
ResNet-18 68.22% 
ResNet-50 68.73% 
ResNet-101 67.44%  

Table 9 
The calculated scores of the different SVM kernel functions for the DCNN features of the MIAS dataset.  

DCNN Different Kernels Accuracy (std) AUC (std) Sensitivity (std) Specificity (std) MCC (std) 

AlexNet Linear 79.7% (0.002) 0.86 (0.001) 0.871 (0.007) 0.684 (0.003) 0.522 (0.006) 
Quadratic 80.8% (0.007) 0.88 (0.004) 0.841 (0.04) 0.723 (0.016) 0.561 (0.018) 
Cubic 80.0% (0.002) 0.86 (0.001) 0.840 (0.004) 0.725 (0.006) 0.552 (0.008) 
Medium Gaussian 78.8% (0.007) 0.86 (0.006) 0.884 (0.006) 0.662 (0.007) 0.498 (0.013) 
Coarse Gaussian 72.7% (0.004) 0.82 (0.001) 0.902 (0.003) 0.573 (0.002) 0.342 (0.005) 

GoogleNet Linear 76.6% (0.007) 0.83 (0.004) 0.841 (0.011) 0.650 (0.005) 0.451 (0.014) 
Quadratic 76.4% (0.007) 0.83 (0.004) 0.802 (0.044) 0.667 (0.009) 0.460 (0.014) 
Cubic 77.2% (0.007) 0.84 (0.005) 0.817 (0.011) 0.688 (0.002) 0.488 (0.01) 
Medium Gaussian 77.3% (0.004) 0.83 (0.007) 0.888 (0.002) 0.641 (0.003) 0.467 (0.006) 
Coarse Gaussian 71.0% (0.003) 0.79 (0) 0.916 (0.004) 0.557 (0.003) 0.305 (0.01) 

ResNet-18 Linear 87.8% (0.002) 0.94 (0.001) 0.937 (0.004) 0.792 (0.001) 0.714 (0.004) 
Quadratic 89.1% (0.002) 0.94 (0.001) 0.921 (0.037) 0.821 (0.011) 0.744 (0.012) 
Cubic 87.9% (0.003) 0.94 (0.004) 0.921 (0.005) 0.810 (0.001) 0.722 (0.005) 
Medium Gaussian 85.3% (0.001) 0.93 (0.004) 0.944 (0.001) 0.740 (0.002) 0.651 (0.003) 
Coarse Gaussian 73.7% (0.002) 0.91 (0.004) 0.964 (0.001) 0.574 (0.002) 0.368 (0.006) 

ResNet-50 Linear 94.4% (0.004) 0.99 (0) 0.968 (0.004) 0.894 (0.007) 0.867 (0.009) 
Quadratic 95.4% (0.001) 0.99 (0) 0.966 (0.015) 0.921 (0.011) 0.890 (0.009) 
Cubic 94.6% (0.002) 0.99 (0) 0.971 (0.005) 0.908 (0.001) 0.875 (0.005) 
Medium Gaussian 92.0% (0.001) 0.98 (0.001) 0.976 (0.001) 0.838 (0.001) 0.802 (0.001) 
Coarse Gaussian 79.1% (0.002) 0.95 (0.004) 0.977 (0.01) 0.627 (0.002) 0.492 (0.003) 

ResNet-101 Linear 93.1% (0.003) 0.98 (0.001) 0.976 (0.004) 0.860 (0.001) 0.828 (0.004) 
Quadratic 93.6% (0.002) 0.98 (0.001) 0.961 (0.026) 0.887 (0.01) 0.851 (0.009) 
Cubic 93.6% (0.003) 0.98 (0.001) 0.966 (0.004) 0.882 (0.003) 0.843 (0.007) 
Medium Gaussian 91.0% (0.004) 0.97 (0.004) 0.974 (0.004) 0.817 (0.003) 0.774 (0.007) 
Coarse Gaussian 79.1% (0.001) 0.96 (0.001) 0.977 (0.001) 0.627 (0.001) 0.492 (0)  
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as shown in Fig. 11. Additionally, the operating time decreased from 
40.77 s to 1.97 s when applying PCA on the feature set (3). 

To validate the statistical significance of the results obtained in all 
experiments, an ANOVA test was performed on all the results by a five- 
fold cross-validation repetition method. The null hypothesis Ho for all 
classification was that the mean accuracies of all SVM kernel classifiers 
were the same. Tables 12–16 and Tables 17–21 show the ANOVA test for 
the deep features of the five DCNN architectures constructed in the 
second experiment for the CBIS-DDSM and MIAS datasets, respectively. 
In the third experiment, since the highest accuracy was achieved using 
feature set (4) and feature set (3) for the CBIS-DDSM and the MIAS 
datasets, therefore, the ANOVA test was computed to these sets. Ta-
bles 22 and 23 show the ANOVA test for feature set (4) and feature set 
(3) performed in the third experiment for the CBIS-DDSM and the MIAS 
datasets, respectively. From these tables, it was revealed that the p- 
values achieved were lower than α, where α = 0.05. Consequently, it can 
be concluded that there was a statistically significant difference between 
the accuracies of the classifiers. 

Finally, the proposed CAD system has been compared with the 
applicable state-of-the-art CAD systems to prove the efficiency of the 
proposed method as shown in Table 11. The results reveal that the 
proposed CAD system has outperformed other CAD systems. Regarding 

the CBIS-DDSM dataset, the results have shown that the proposed CAD 
system recorded a slightly higher classification accuracy and AUC 
compared to Khan et al. [30]. This was obvious as Khan et al. [30] 
achieved 96.6% for accuracy and 0.934 (93.4%) for AUC. However, 
Khan et al. [30] fused the deep features of VGG-16, VGG-19, GoogleNet, 
and ResNet-50 DCNN. Moreover, it was found that the accuracy 

Fig. 8. The computed ROC for the ResNet-50 with quadratic kernel SVM 
function of the MIAS dataset. 

Fig. 9. The accuracies of different SVM 
kernels for the different DCNN features 
combination of the MIAS dataset. 
Feature Set (1) = GoogleNet and ResNet-50. 
Feature Set (2) = GoogleNet, ResNet-18, and 
ResNet-50. 
Feature Set (3) = GoogleNet, ResNet-18, 
ResNet-50, and ResNet-101. 
Feature Set (4) = AlexNet, GoogleNet, 
ResNet-18, ResNet-50, and ResNet-101.   

Table 10 
The calculated scores of the different SVM kernel functions for feature set (3) of 
the MIAS dataset.   

Accuracy 
(std) 

AUC 
(std) 

Sensitivity 
(std) 

Specificity 
(std) 

MCC 
(std) 

Linear 96.3% 
(0.001) 

0.99 (0) 0.99 (0) 0.917 (0) 0.903 
(0.001) 

Quadratic 97.4% (0) 1.00 (0) 0.99 
(0.013) 

0.952 
(0.012) 

0.938 
(0.013) 

Cubic 96.2% (0) 1.00 (0) 0.99 
(0.001) 

0.926 
(0.001) 

0.913 
(0) 

Medium 
Gaussian 

93.3% (0) 0.99 (0) 0.99 
(0.001) 

0.854 
(0.001) 

0.831 
(0.001) 

Coarse 
Gaussian 

79.0% (0) 0.96 
(0.001) 

1.00 
(0.001) 

0.629 
(0.001) 

0.508 
(0)  

Fig. 10. The computed ROC for feature set (3) combined DCNN features for the 
quadratic SVM kernel function of the MIAS dataset. 

D.A. Ragab et al.                                                                                                                                                                                                                                



Computers in Biology and Medicine 131 (2021) 104245

12

increased compared to the CAD system proposed by Ragab et al. [27]. 
Moreover, recently, in 2020, Zhang et al. [81] fused some handcrafted 
features with deep features and classified them using several classifiers. 
However, the accuracy was lower than that achieved by feature set (4) 
generated in the fourth experiment by 6.99%. Whereas for the MIAS 
dataset, the accuracy achieved was higher than that in Hepsag et al. [23] 
and Tan et al. [24] as well. This was clear as the highest classification 
accuracy and AUC achieved were 97.4% and 0.99 (99.0%). 

On the other hand, when comparing the usage of different DCNN 
architectures, it was obvious that the scores achieved by the proposed 
experiments were high as well. In 2017, Jiang et al. [25] and Zhang et al. 
[82] achieved an AUC of 0.83 (83.0%) and 0.8 (80.0%), respectively 
using the AlexNet DCNN. However, they evaluated the approaches on 
different datasets BCDR-03 and DDSM, respectively. Moreover, Jiang 
et al. [25] used the GoogleNet DCNN to achieve a better AUC compared 
to using AlexNet although, it was still lower than that of the proposed 

CAD system. Moreover, in 2020, Song et al. [33] extracted and classified 
the deep features of GoogleNet and Inception-v2 using XGBoost classi-
fier achieving an accuracy of 92.8%. Besides, there was a slight differ-
ence between the accuracy achieved in this proposed CAD system and 
with the work offered by Khan et al. [31]. They fused the deep features 
of VGG, GoogleNet, and ResNet DCNN. However, Khan et al. [31] 
applied their experiments on microscopic samples. 

6. Conclusions 

The accurate and early diagnosis of breast cancer is essential to 
control the progression of tumors and reduce death rates. Therefore, in 
this paper, an efficient and accurate solution to diagnose breast cancer is 
proposed. Radiologists cannot easily provide accurate manual evalua-
tion due to the huge number of mammograms generated in widespread 
screening. Therefore, a CAD system has been developed to detect the 

Fig. 11. A comparison of different combined DCNN features accuracy after PCA feature reduction for the MIAS dataset.  

Table 11 
Classification results for different breast classification methods.  

Reference Year Feature Extraction Classification Dataset Accuracy AUC 

Hepsag et al. 
[23] 

2017 DCNN MIAS 68.00% – 

Tan et al. [24] 2017 CNN using Tensorflow MIAS 85.85% – 
Jiang et al. [25] 2017 GoogleNet and AlexNet BCDR-F03 – 0.88 

0.83 
Jadoon et al. 

[26] 
2017 CNN-DW 

CNN-CT 
SVM IRMA 81.83% 

83.74% 
– 

Ragab et al. 
[27] 

2019 DCNN-AlexNet SVM CBIS-DDSM 87.20% 0.94 

Khan et al. [30] 2019 Deep features fusion of VGG-16, VGG-19, GoogleNet, and ResNet-50 CBIS-DDSM 
MIAS 

96.6% 0.934 

Khan et al. [31] 2019 Deep features fusion of VGG, GoogleNet, and ResNet Microscopic 
images 

97.67% – 

Song et al. [33] 2020 GoogleNet 
Inception-v2 

XGBoost DDSM 92.80% – 

Zhang et al. 
[81] 

2020 The fusion of Gist, SIFT, HOG, LBP, VGG, ResNet, and 
DenseNet features 

SVM, XGBoost, Naïve Bayes, k-NN, DT, 
AdaBoosting 

CBIS-DDSM 
INbreast 

90.91% 
87.93% 

– 

Proposed CAD 2020 Deep features fusion of AlexNet 
GoogleNet 
ResNet-18 
ResNet-50 
ResNet-101 

SVM CBIS-DDSM 
MIAS 

97.90% 
97.40% 

1.00 
1.00  
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Fig. 12. The fifth feature values versus the sixth feature values for the first 10 samples of CBIS-DDSM images and their rotated versions for the ResNet-18 DCNN 
architecture features. 

Fig. 13. Visualizing the deep features for the fine-tuned AlexNet DCNN architecture; (a) Malignant ROI from the CBIS-DDSM dataset, (b) the activation features from 
the first convolutional layer, and (c) the activation features from the second convolutional layer. 

Fig. 14. Visualizing the deep features for the fine-tuned GoogleNet DCNN architecture; (a) Malignant ROI from the CBIS-DDSM dataset, (b) the activation features 
from the first convolutional layer, and (c) the activation features from the second convolutional layer. 
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indicators of breast cancer and improve the accuracy of diagnosis. 
In this paper, a novel CAD system is proposed to explore different 

deep feature combinations and choose the one, which best improves the 
classification accuracy. In addition, it studies the process of reducing the 
computational cost of classification. This was performed by constructing 

four different experiments and evaluated on two datasets. The first 
experiment was composed of constructing five end-to-end pre-trained 
fine-tuned DCNN networks of different architectures. These networks 
included AlexNet, GoogleNet, ResNet-18, 50, and 101. In order to in-
crease and enhance the classification accuracy of the first experiment, a 

Fig. 15. Visualizing the deep features for the fine-tuned ResNet-18 DCNN architecture; (a) Benign ROI from the CBIS-DDSM dataset, (b) the activation features from 
the first convolutional layer, and (c) the activation features from the second convolutional layer. 

Fig. 16. Visualizing the deep features for the fine-tuned ResNet-50 DCNN architecture; (a) Benign ROI from the CBIS-DDSM dataset, (b) the activation features from 
the first convolutional layer, and (c) the activation features from the second convolutional layer. 

Fig. 17. Visualizing the deep features for the fine-tuned ResNet-101 DCNN architecture; (a) Benign ROI from the CBIS-DDSM dataset, (b) the activation features from 
the first convolutional layer, and (c) the activation features from the second convolutional layer. 
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second experiment was created. The second experiment was constructed 
by extracting the deep features of the DCNNs constructed in experiment 
(1). These deep features were used separately to design SVM classifiers 
with different kernel functions. The results showed that the classifica-
tion accuracies in experiment (2) were higher than those of experiment 
(1). The third experiment was devised to test if combining deep features 
would enhance the accuracy of the SVM classifiers. In this experiment, 
the accuracy achieved in experiment (1) was used to rank deep features 
in descending order. Consequently, four feature sets were generated 
using this ranking. These feature sets were used to train the SVM clas-
sifiers. The results showed that combining more deep features increased 
the performance of the SVM classifiers in both datasets. This demon-
strated that the feature fusion for one or two views using feature set (4) 
for the CBIS-DDSM dataset and feature set (3) for the MIAS dataset had 
improved the accuracy to reach 97.9% and 97.4%, respectively. 

Finally, in the fourth experiment, PCA was used to reduce the large 
dimension of the feature space produced in experiment three. The re-
sults showed that PCA had reduced the feature space to 400 and 200 
principal components for the CBIS-DDSM and the MIAS datasets, 
respectively. In addition, the classification accuracies were the same as 
in experiment (3). However, the computational cost decreased when 
applying PCA to the feature fusion. This was clear as the execution time 
for the classification process reduced from 287.48 s to 57.85 s and from 
40.77 s to 1.9794 s for the CBIS-DDSM and MIAS datasets, respectively. 

The results of the experiments indicated that the proposed CAD 
system is capable of successfully classifying breast cancer lesions. This is 
because the highest accuracy achieved was 97.9% and 97.4% using the 
fusion of deep features for CBIS-DDSM and MIAS datasets, respectively. 
However, the highest AUC for the CBIS-DDSM and MIAS datasets was 
1.00 (100%) using the fusion of deep features as well. These results were 
higher than other techniques that appeared in the literature. 

This study is a crucial trial compromising a simple construct, low 
cost, efficient, and automatic CAD system. It has been demonstrated that 
it can achieve a high accuracy by determining the optimal fusion of 
multiple DCNNs and PCA. DCNN methods. The results demonstrate that 
it is more capable of distinguishing between cancerous and non- 
cancerous cases than manual diagnosis by mammogram images. Radi-
ologists may use this CAD system to assist them in accurately diagnosing 
breast cancer. It will also reduce the time and effort during the exami-
nation process and reduce human misdiagnosis that could occur due to 
human fatigue. 

New DCNN architectures are emerging at regular intervals and will 
be investigated in future work. Moreover, other types of feature 
extraction techniques could be combined with deep features. In addi-
tion, alternative feature reduction techniques such as linear discrimi-
nant analysis (LDA) could be investigated. 

Table 12 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of AlexNet DCNN for the CBIS-DDSM dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.00298 4 0.00074 532.99 <0.001 
Error 0.00006 45 0   
Total 0.00304 49     

Table 13 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of GoogleNet DCNN for the CBIS-DDSM dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.00267 4 0.00067 100.86 <0.001 
Error 0.0003 45 0.00001   
Total 0.00296 49     

Table 14 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of ResNet-18 DCNN for the CBIS-DDSM dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.00037 4 9.33 × 10− 5 68.29 <0.001 
Error 0.00006 45 1.3667 × 10− 6   

Total 0.00043 49     

Table 15 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of ResNet-50 DCNN for the CBIS-DDSM dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.00605 4 0.00151 60.45 <0.001 
Error 0.00113 45 0.00003   
Total 0.00717 49     

Table 16 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of ResNet-101 DCNN for the CBIS-DDSM dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.00173 4 0.00043 120.51 <0.001 
Error 0.00016 45 0   
Total 0.00189 49     

Table 17 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of AlexNet DCNN for the MIAS dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.04284 4 0.01071 509.95 <0.001 
Error 0.00095 45 0.00002   
Total 0.04379 49     

Table 18 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of GoogleNet DCNN for the MIAS dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.02842 4 0.00711 241.35 <0.001 
Error 0.00132 45 0.00003   
Total 0.02975 49     

Table 19 
ANOVA test details for the different kernel functions of the SVM classifier for the 
deep features of ResNet-18 DCNN for the MIAS dataset.  

Source of Variation SS df MS F p-Value 

Columns 0.15896 4 0.03974 11332.57 <0.001 
Error 0.00016 45 0   
Total 0.15912 49     
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